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i. Introduction

Nowadays, one of the demands for computer system is capability to process text
and natural language automatically. Consequently, the development of algorithms that
emable computers to do such task has been one of the great challenges. Hence, any
substantial progress in this domain will have a strong impact on numerous applications
ranging from information retrieval, information filtering, and intelligent agents, to speech
recognition, machine translation, and human-machine interaction [10]. ,

Information retrieval is a task to retrieve relevant documents in response to a
guery by measuring similarity between documents in repositories and the query. In
recent years, the meaning of the term 'similar' between documents and query has been
developed. At first, a document is judged similar with the query merely based on lexical
matching of the word between documents and query. Now, the term 'similar’ is expanded
%0 the meaning of the query. It means that the query is not necessarily expressed in the
document, to come up with the judgment that a document is similar with the query.

In this paper I'm going to explain how it can be done, that the query is not
mecessarily expressed in the document, in text retrieval. But before it, I'll briefly describe
some methods Tused here. I'll close this paper by summarizing the explanation.

2. Theories
a. Clustering

Clustering is an assignment to group objects or elements by similarity. In
document clustering, the objects are documents. It assigns each of the documents in a
sollection to one or more smaller groups called clusters. Based on an examination of their
words, these clusters should contain similar documents. The initial collection is a single
cluster. After processing, the documents are distributed among a number of clusters,
where ideally each document is very similar to the other documents in its cluster and much
‘ess similar to documents in other clusters.

There are some algorithms can be used to do document clustering. In hierarchical
clustering methods, a distance measure is used to build a tree of cluster. When it starts
Tom individual elements and ends with a single cluster, it's called agglomerative.
Conversely, it's called divisive when it starts from a complete collection and ends with
single objects. Single linkage, complete linkage, and group average are agglomerative
clustering which are differentiated by their definition of similarity between clusters.
Single linkage defines similarity between clusters based on their most similar pair of
abjects, whereas complete linkage will do the same task based on their least similar pair of
abjects, and group average will be based on the average of the similarities.
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Another clustering method is partitioning methods. It will divide a set of objects to
specific number of cluster. The k-means algorithm is a popular method of partitioning
methods which can be regarded as a hard clustering method, where each document is
uniquely assigned to a single cluster. When a document might belong to different clusters,
it can be regarded as using a soft (or fuzzy) clustering method. The fuzzy c-means is an
instance of it. ’

b. Language Modelingfor Text Retrieval

There are two basic probabilistic retrieval models [1]. The first model is a
generative model of documents from queries, which uses the classical probabilistic
approach (Robertson and Sparck Jones, 1976). It's supposed that a document is
generated from a query using a binary latent variable that indicates whether or not the
document is relevant to the query.

The second model is a generative model of queries from documents. It's supposed
that a query is generated from a document, where a language model is estimated for each
document. The method of using document language models to assign likelihood scores to
queries has come to be known as the language modeling approach[12].

A statistical language model is a probability distribution over all possible
sentences or other linguistic unitsin alanguage [14].

c. LatentSemanticIndexing

Essentially, every word is polysemous, which means has multiple meanings. But
at the other hand, there are many ways to express a given concept by a word, which makes
a word has synonym with other word. This fact of word brings a problem in information
retrieval, while a query expressed by a word is literally matched by words in documents.

This problem is tried to be overcome by latent semantic indexing (LSI). It uses
statistically derived conceptual indices instead of individual words for retrieval. The key
idea in LSI is to map high-dimensional count vectors, such as term-frequency (tf) vectors
arising in the vector space representation of text documents [13], to a lower dimensional
representation in a so-called latent semantic space. The ultimate goal is to represent
semantic relations between words and/or documents in terms of their proximity in the
semanticspace[10].

d. VectorSpaceModel

The most popular family of information retrieval techniques is based on the
vector-space model (VSM) for documents [13]. Inthe VSM, each document is represented
by a term vector with (transformed) frequency counts for term occurrences as
components. The two most important ingredients of the VSM are: a similarity measure
and a term weighting scheme to re-weight the influence of different terms [10]. A
successfully applied weighting scheme is the TFIDF (term frequency inverse document
frequency). While cosine function is the similarity measure which usually used. It
calculates the cosine of the angle between document and query vector. ;

3. Explanation

Document clustering has been used in experimental IR system for decades. It was
initially proposed as a means for improving efficiency and also as a way to categorize or
classify documents [3]. There is an underlying hypothesis in document clustering, called
Cluster Hypothesis. It's stated as follows: closely associated documents tend to be
relevant to the same requests [4]. Based on this hypothesis, combined with the use of
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language model approach, latent semantic indexing, and vector space model, we can
owercome the problem of lexical matching in text retrieval, by means of clustering-based
retrieval using query-likelihood model.

The approach to cluster-based retrieval is to use cluster as a form of document
smoothing [3]. Previous studies have suggested that by grouping documents into
dusters, differences between representations of individual documents are, in effect,
smoothed out. Here, I'll use the k-means algorithm for clustering. Below is the algorithm

1§

A
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1 Distributeall documents among the k bins, randomly.

2 Computethe mean vector for each bin.

3 Compare the vector of each document to the bin means and note the mean vector
thatis most similar.

£ Moveall documents to their most similar bins. :

= Ifnodocumenthasbeen moved toanew bin, then stop; else go to step 2.

The general idea of query-likelihood model is to build a language model D for each
document in the collection and rank the documents according to how likely the query Q
sould have been generated from each of these documents models. The most common
spproach assumes that the query can be treated as a sequence of independence terms, and
thws query probability can be represented as a product of the individual term probabilities
[15]. We take similar approach for cluster-based retrieval by building language models for
huster then retrieve/rank cluster based on the likelihood of generating the query [3].
Documents in the same cluster are combined and treated as if it were a big document.
Below are the equation proposed by Liu and Croft:
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Where g_is the ith term in the query, P(q . \ Cluster) is specified by the cluster language
model, P, wlD) is the maximum likelihood estimate of word w in the document,
P, bwiC luster) Is the maximum likelihood estimate of word win the cluster, P, (w]C ell )
% the maximum likelihood estimate of word win the entire collection, #f (w,D) is the
smmber of times w oceurs in the document D, ¢ (w, C luster ) is the number of times w

securs in the cluster, Vis the vocabulary, and ¢ (w, Coll ) is the number of times w occurs
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In the entire collection. Both A and B are general symbols for smoothing, and they take
different forms when different smoothing methods are applied.

From equation (2) we can see that the cluster model is first smoothed with the
collection model, and the document model is then smoothed using the smoothed cluster
model. Both ofthe smooth processisdone atonce.

The equation proposed by Liu and Croft are similar with the equation proposed by
Hofmann [10], which is closely related to the LSI, that's Probabilistic Latent Semantic
Analysis (PSA). The starting point of PSA is a statistical model which has been called the
aspect model[11]. To quote from[11]:

“..the aspect model assumes that every occurrence of a word in a document is
associated with a unique state z, of the latent class variable. This does by no

means exclude that different word occurrences within the same document or
occurrences of the same word within different documents can be “explained” by
different aspects. However, since latent class variables associated with
occurrences in the same document share their prior probabilities P(zk .d. )

[denotes a document specific probability distribution over the latent variable
space], observation within a document get effectively coupled. By symmetry this
also holds for different occurrences of the same word. As a result of this coupling,
the probabilities  p(z, ,4.) and P(Zk \ W,») [denotes the class-conditional

probability of a specific word conditioned on the unobserved class variable z, ]
tend to be “sparse”,...”

After having language models for query and document, we measure the similarity

between them using cosine function. But here, the original vector space representation of
documents is replaced by the language models.

ey e Z P(w,|D) P(Q|Cluster)
sim\d., |
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Based on the result of this similarity calculation, we can form a ranked list of documents by
putting documents from the first retrieved cluster at the top followed by those from the
second retrieved cluster, and so on.

4. Summary
To summarize, here is the algorithm of clustering-based retrieval using query-
likelihood model:
a.  Organize documents into clusters using k-means algorithm.
b.  Build thelanguage models for clusters and query.
c.  Calculate the similarity between language models of clusters and query using cosine
measure.
d.  Rankthe result documents by combining the documents in all clusters, begun from
the most similar cluster.
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